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Raman spectroscopy on the zigzag graphene nanoribbon  
 

Nano-scale Quantum Condensed Matter Physics    Ryohei Nishinakagawa 
 

Abstract We have fabricated graphene nanoribbon samples by chemical method. The atomic 
structure of the sample edge was investigated by Raman spectroscopy. In conclusion, we claim to 
have found out pure zigzag graphene nanoribbons for the first time, as confirmed by the luck of 
the D-peak in its Raman spectrum. 
© 2012 Department of Physics, Kyoto University  

 

Graphene is a single layer of carbon atoms, composed of honeycomb lattice. Some properties of the nano-scale 
graphene are very sensitive to the atomic structure of the edges. There are two typical types of graphene edges, i.e., 
zigzag and armchair edges. A peculiar property has been pointed out theoretically that electrons at low energy 
have a tendency to collect near the zigzag edge [1]. Therefore, in a graphene nanoribbon (GNR) with nano-size 
width, the electronic properties strongly depend on its width and edge structure. In graphene sheet the energy gap 
is zero, but in GNR as the width is narrower, the energy gap is non-zero and increase [1]. GNR with large energy 
gap is expected as a future ultrafast device. Nevertheless, good samples have not yet been obtained until today. 

We have fabricated graphene nanoribbon samples by chemical method [2]. Preparation procedure is as follows: 
(I) Exfoliation of expandable graphite by rapid heating; (II) Some chemical processes; (III) Collection of thin 
pieces from exfoliated graphite on Si wafer; (IV) Search of GNR by atomic force microscopy (AFM) on wafer. 
Figure 1 shows an AFM image of our GNR samples. We have obtained many high quality samples with straight 
edges: width w = 10 ~ 500 nm, height h = 0.8 ~ 4.0 nm, length l = 1 ~ 100 μm. 

 
 
 
 
 
 
 
 
 
 
 
 
 

We studied the property of GNRs with Raman spectroscopy. The properties of graphene can be examined by the 
D-peak ( ~ 1350 cm-1), G-peak ( ~ 1580 cm-1), and 2D-peak ( ~ 2700 cm-1) in its Raman spectrum. The D-peak 
shows the existence of defects or edges in laser spot, and the line-width of the 2D-peak shows the layer number of 
graphene materials. Figure 2(b) shows the Raman spectrum obtained in our and another typical groups. Remarka- 
bly, though the laser beam surely hit the edge, the D-peak is absent in our sample. On the other hand, the D-peak 
is clearly observed in samples in other groups,where GNRs are etched by electron beam lithography [3] or made 
GNRs by similar chemical method [4]. It is to be emphasized that the sample should not show the D-peak 
provided it has pure zigzag edges [5]. In conclusion we have succeeded in fabricating pure zigzag GNR samples 
for the first time. I will present the detail of Raman experiment and our unique sample preparation process. 
References 
[1] A. H. Castro Neto et al., Rev. Mod. Phys. 81, 109 (2009).  [2] X. Li et al., Science 319, 1229 (2008). 
[3] D. Bischoff et al., J. App. Phys. 109, 073710 (2011).  [4] W. Ren et al., Phys. Rev. B 81, 035412 (2010). 
[5] L. G. Cançado et al., Phys. Rev. Lett. 93, 247401 (2004).  

Fig.2 (a) The atomic structure of the zigzag GNR. (b) Raman 
spectrum of our sample. Inset shows another group data [3]. 

Fig.1 AFM image of our GNR. White squares 
are address marks are every 5 μm on Si wafer. 
The GNRs are seen in the area surrounded by 
the yellow lines. The egdes are very straight. 



 

 

Interplay of Antiferromagnetsm and Superconductivity 

in Bilayer Superconductors 
 

Condensed Matter Physics Group (YITP) Hiroyuki Yoshizumi   

 

Abstract Motivated by a recent experiment in a multilayered high-Tc cuprate reporting the enhancement 

of antiferromagnetic order below the superconducting transition temperature, we study the proximity 
effect of the antiferromagnetic correlation in a bilayer system. We present the result of mean field theory 

that is consistent with the experiment and supports the proximity effect picture. 

© 2012 Department of Physics, Kyoto University  

 

In the study of high-temperature superconductivity in the cuprates, there has been great interest in the interplay 

between antiferromagnetism and superconductivity. In the mechanism of superconductivity, antiferromagnetic 

(AF) correlation is believed to play an important role. Multilayer systems with multiple CuO2 layers per unit cell 

are useful for investigating the AF correlation effect on superconductivity, since charge imbalance in the layers 

induces possible coexistence of antiferromagnetism and superconductivity within the unit cell. Recently Shimizu 

et al. studied the temperature dependence of the AF moment in a five-layered cuprate Ba2Ca4Cu5O10(F,O)2 by 

NMR measurements [1]. They reported that the AF moment in the outer layer is enhanced below the 

superconducting (SC) transition temperature Tc. Such an enhancement of the AF moment below Tc does not 

appear in the coexistence phase of other superconductors. Therefore, the enhancement seen in the five-layered 

cuprate is not necessary common to all of the coexistence phase of superconductors. We may speculate that the 

multilayer nature is essential for the enhancement [2], and thus need to clarify the mechanism of the AF moment 

enhancement triggered by the SC transition under the presence of multilayers.  

 We study the interplay between SC and AF order and also examine the possibility of coexistence of SC and AF 

order within a mean field theory. To describe a multilayer system consisting of two types of layers, we consider a 

bilayer system with interactions which stabilize SC and/or AF order in each layer (see Fig. 1(a)). The two layers 

are coupled through an interlayer tunneling. By controlling interaction parameters for the AF correlation and SC 

correlation, we found a clear enhancement of the staggered moment in AF layer below Tc as shown in Fig. 1(b) [3]. 

This enhancement of AF correlation below Tc is consistent with the NMR experiment in the multilayer cuprate [1].  

 

 
Fig. 1. (a) Schematic view of the system consisting of d-wave SC order in the layer-1 and AF order in the layer-2. gj and 

Vj (j=1,2) describe SC and AF interaction parameters in the layer-j, respectively. Energies are measured in units of 

intralayer nearest-neighbor hopping. (b) The temperature dependence of the AF order parameter m2 in the layer-2 for 

two SC interaction parameters g1 in the layer-1. Tc = 0 for g1 = 3.0, while Tc = 0.06 for g1 = 4.0. 
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Optimal observation time window for forecasting  
the next earthquake 

 

Nonlinear Dynamics Group  Takahiro Omi 
 

Abstract We report that the accuracy of predicting the occurrence time of the next earthquake is 
significantly enhanced by observing the latest rate of earthquake occurrences. The observation period that 
minimizes the temporal uncertainty of the next occurrence is on the order of 10 hours, independently of 
geographic areas. 
© 2012 Department of Physics, Kyoto University  

 

 Earthquakes occur unexpectedly in an instant, causing catastrophic damage. A great deal of effort has gone into 
understanding the timing of earthquake occurrences in a causal manner, for example, to understand how the main 
shock induces aftershocks. By classifying earthquakes into groups of cause and result, theories such as the Omori 
law, which indicates that the aftershock frequency decreases roughly in proportion to the inverse time after the 
main shock, have succeeded in reproducing some statistical aspects of earthquake occurrence. However, the main 
shocks are determined ex post facto, and their timing is simply attributed to an unpredictable random process. In 
contrast, a simple statistical analysis based on equal treatment of all earthquake occurrences has revealed that the 
distributions of interevent intervals, for different geographic areas and over a range of earthquake magnitudes, 
may collapse onto a unique distribution after rescaling time by the mean occurrence rate 
 
If interevent intervals are independent and identically distributed, the occurrence time of the next earthquake 
depends only on the time of the most recent occurrence. However, several researchers have recently reported that 
consecutive interevent intervals are correlated, such that a short (long) interval tends to be followed by another 
short (long) interval, which indicates that a memory effect extends over a single interval. In other words, 
knowledge of the interevent interval between the ultimate and penultimate occurrences makes it possible to better 
assess the probability of the next occurrence time. This assessment consists of a conditional distribution of 
interevent intervals given the preceding interval. 
 
In this contribution, we present a factor on which to base the prediction of the next earthquake occurrence that can 
be more relevant than the preceding interevent interval. For this discussion, we adopt the latest occurrence rate, 
evaluate its relevance to the next interevent interval, and optimize the duration of the observation time window 
over which this occurrence rate is defined. This optimization is performed by maximizing the mutual information 
function that relates the latest occurrence rate with the interevent interval between the most recent (i.e., past) 
occurrence and the next (i.e., future) occurrence. Here we show that the optimal observation period is on the order 
of 10 hours [1]. This result is independent of the threshold magnitude and is consistent across different geographic 
areas. This time scale is much shorter than the months or years that have previously been considered characteristic 
of seismic activities. 
 
 
References 
[1] T. Omi, I. Kanter and S. Shinomoto, Physical Review E 83, 026101 (2011).  
 



Neurons as Ideal Change-point Detectors  
 

Nonlinear Dynamics Group, Hideaki Kim 
 

Abstract Every computational unit in the brain monitors incoming signals, instant by instant, for 
meaningful changes in the face of stochastic fluctuation. We demonstrate that a single neuron can achieve 
change-point detection close to that of theoretical optimal with biological parameters, implying that 
biological neurons could act as sophisticated change-point detectors. 
© 2012 Department of Physics, Kyoto University 

 

In the theoretical field of statistical analysis, tasks of detecting changes in noisy signals have been 
formulated as well-defined mathematical problems [1-2]. Bayes-optimal algorithms used for 
individual tasks can be applied in places such as manufacturing to detect substandard products; late 
detection results in inferior goods, whereas false alarms lead to unnecessary production stoppages. 
Also for animals, detecting changes in the environment is critical; late detection increases the risk of 
being preyed upon or losing prey, whereas false alarms lead to energy wastage. In practice, animals 
often react as if they detect changes in weak sensory signals efficiently.  

For such behavioral decisions to occur, individual computational units in the brain must be 
monitoring incoming signals instant by instant for meaningful changes in the face of stochastic 
fluctuation [3-4]. Although the physiological mechanism of such a statistical computation has not 
been revealed yet, recent studies show that even a single neuron can detect changes in the state of 
incoming signals almost instantaneously [5].  

In this study, we assess the potential of a single leaky integrate-and-fire neuron to execute 
change-point detection by comparing its performance with that achieved by a Bayes-optimal 
algorithm [6]. Based on the knowledge of stochastic differential equations, we develop a method 
which uses the initial and final states of the incoming signal for exploring the parameters in the 
leaky integrate-and-fire neuron that optimize change-point detection. With this method, we 
demonstrate that a single leaky integrate-and-fire neuron can achieve change-point detection close 
to that of theoretical optimal, for uniform-state process, functions even better than a Bayes-optimal 
algorithm when the underlying state in the incoming signal deviates from a presumed uniform 
process. Furthermore, given a reasonable number of synaptic connections (order 104) and the state 
of the incoming signals, the values of the membrane time constant and the threshold found for 
optimizing change-point detection are found to be close to those seen in biological neurons. These 
findings imply that biological neurons could act as sophisticated change-point detectors in the brain 
[7]. 
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Towards Quantum Gas Microscope of Ytterbium Atoms in an 
Optical Lattice  

 

Quantum Optics Group  Kosuke Shibata 
 

Abstract  I designed and constructed a new experimental system suited for imaging and addressing 
individual atoms in an optical lattice. This system will enable us to perform research on the behavior of 
cold atom gas in a direct and detailed way. The specification of the system will be presented. 
© 2012 Department of Physics, Kyoto University  

 

 In the neutral cold atom research area, various interesting phenomena have been observed. One of the most 
interesting topics is single site imaging [1, 2] and addressing [2]. Atoms are trapped in an “optical lattice” which 
is a periodic potential induced by light. They are separated each other only by less than 1 μm, but can be 
detected individually in a single shot image thorough a high resolution optical imaging system. Addressing was 
achieved by exploiting a tightly focused laser beam. These techniques allow us to do research of lattice systems in 
a more direct and detailed way compared with conventional ways in which only properties of an atomic ensemble 
are obtained.  
  My research aims to achieve single site imaging and addressing of ytterbium (Yb) atoms, while previous 
researches use rubidium atoms [1,2]. The advantages of using Yb are as follows. Firstly, it has rich isotopes 
including 5 bosons and 2 fermions, so bosons and fermions and also the mixtures can be studied in the same setup. 
Secondly, it is an alkaline-earth like atom which has ultranarrow optical transitions and metastable states. One of 
the ultranarrow optical transition can be used for optical magnetic resonance imaging (MRI) [3]. Finally, it has an 
optical transition with the wavelength of 399 nm, which is advantageous for high resolution imaging. 
  In this work, I designed and constructed a new system especially suited for this aim. So far atoms are 
successfully trapped and cooled to a Bose-Einstein condensation in a thin glass cell of 14 mm thickness in a 
configuration compatible to the imaging and addressing. The performance of high resolution objective lens 
(Mitutoyo, custom-made) for imaging was checked and confirmed to be enough for this aim. In regard to 
addressing, optical MRI will be applied. I designed and made special coils for optical MRI. They have been 
installed around the glass cell. In addition, light-shift addressing of atoms in an optical lattice was performed, 
which proves to be a good tool for optical MRI of magnetically-insensitive states. Details and performance of the 
system will be explained in the presentation. 

 

References 
[1] W S Bakr et al., Science 329 547-550 (2010) 
[2] C Weitenberg et al., Nature 471 319-324 (2011) 
[3] K Shibata et al., Appl Phys B 97 753–758 (2009) 

Fig. 1. Overview of the designed setup. 



Spin Excitation Assisted by Non-Softening Phonons 
for Spin-Peierls Model 

 

Condensed Matter Physics Group (YITP)  Takanori Sugimoto 
 

Abstract  We study spin dynamics in frustrated spin-Peierls chain by using dynamical density-matrix 
renormalization group method. In the spin-Peierls chain, we find a new spin excitation assisted by 
non-softening phonon in the antiadiabatic limit at zero temperature. 
© 2012 Department of Physics, Kyoto University  

 
One-dimensional quantum spin systems coupled with lattice degree of freedom have been extensively studied 

experimentally and theoretically, since the systems provide a playground of spin-Peierls transition [1,2]. The 
experimental studies have shown that the spin-Peierls transition in an inorganic spin-Peierls compound CuGeO3 is 
not explained by random phase approximation approach in the adiabatic limit, while the approach is consistent 
with the experimental studies on the conventional organic compounds. The theoretical studies have shown an 
explanation of spin-Peierls instability in the antiadiabatic limit, and this theory insists that no soft-mode phonons 
exist below the critical temperature of the spin-Peierls 
transition. 

In these studies, many attentions have mainly been focused on 
the ground state properties, and thus the dynamical and 
finite-temperature properties of these systems remain 
unresolved. In the antiadiabatic limit, the non-softening 
phonons are expected to influence the spin dynamical properties. 
Therefore, we investigate non-softening phonon effects on spin 
dynamical behaviors. 

In the frustrated spin-Peierls chain, we investigate spin 
excitation with nearest-neighbor and next-nearest-neighbor 
Heisenberg spin exchange interactions together with a gapped 
and dispersionless phonon [2]. The dynamical spin correlation 
function and phonon excitation spectrum are calculated at zero 
temperature by using dynamical density-matrix renormalization 
group method. We find a new spin excitation assisted by 
non-softening phonon in Fig. 1. The excitation is located above 
phonon in energy and shows a dispersive feature with strong 
intensity near the momentum π in Fig. 1(b). The phonon 
excitation spectrum is also influenced by the spin-phonon 
interaction. We discuss the possibility of observing the 
spin-phonon coupled features in inorganic spin-Peierls 
compound CuGeO3. The dynamical spin correlation function in 
an effective model is also calculated in Fig. 1(b).  We note that 
the effective model does not give the new spin excitation into 
the dynamical spin correlation function. 
 
 
References 
[1] G. Uhrig, Phys. Rev. B 57, R14004 (1998). 
[2] M. Hase, I. Terasaki, and K. Uchinokura, Phys. Rev. Lett. 70, 3651 (1993). 
[3] T. Sugimoto, S. Sota, and T. Tohyama, arXiv:1109.2410. 

Fig. 1. The dynamical spin correlation function 
in the spin-Peierls chain without spin-phonon 
coupling (a), and with finite spin-phonon 
coupling (b). In Fig. (b), the blue dotted line 
denotes the dynamical spin correlation function 
in the effective model. The insets are the 
intensity maps. 



Dynamics of quantized Auger recombination in 
semiconductor nanocrystals 

 

Photonic Elements Science  Seiji Taguchi 
 

Abstract We studied multiexciton recombination dynamics in semiconductor nanocrystals using 
ultrafast laser spectroscopy. A clear correlation is observed between the biexciton Auger 
recombination rate and the single-exciton trapping rate in CdSe nanorods. We conclude that the 
Auger recombination rate in the elongated structure is enhanced by an increase of surface-state 
density.  
© 2012 Department of Physics, Kyoto University  

 
 

Semiconductor nanocrystals are one type of zero-dimensional nanostructures (quantum dots) and show 
unique size-dependent optical properties. Strong quantum confinement in nanocrystals enhances the Coulomb 
electron—electron interactions, leading to efficient quantized Auger recombination when multiple electron-hole 
pairs exist (multiexciton states) [1]. In nonradiative Auger recombination process, the recombination energy of 
one electron-hole pair (one exciton) is transformed to the kinetic energy of a residual electron or hole. The very 
rapid nonradiative Auger recombination of multiexcitons causes luminescence degradation and luminescence 
blinking of nanocrystals. Understanding the mechanism of Auger recombination is significant in fundamental 
physics and device applications. In this work, the mechanism of quantized Auger recombination was studied in 
various nanocrystal structures by means of time-resolved photoluminescence (PL) and transient absorption 
spectroscopy. 

In order to evaluate the size and shape dependence of the Auger recombination lifetime, we studied 
multiexciton dynamics of CdSe spherical nanocrystals and elongated nanorods [2]. We found that in nanorods the 
biexciton Auger lifetime depends weakly on or is almost independent of the volume, while that in spherical 
nanocrystals increases linearly with the volume. The biexciton Auger lifetime becomes about 3 times shorter in 
nanorods than spherical nanocrystals with almost the same volume, clearly showing the enhancement of the Auger 
recombination rate in elongated structures. For clarifying the origin of this enhancement in more detail, we studied 
the influence of surface states on exciton recombination processes. We found that the PL decay rate of single exci-
tons reflects the hole-trapping rate into surface states. Moreover, we found a good linear correlation between the 
Auger recombination coefficient of biexcitons and the PL decay rate of single excitons. Our findings indicate that 
the intrinsic Auger recombination rate is enhanced by an increase of surface-trap states in nanorods with large 
surface-to-volume ratios. 

Furthermore, we studied optical responses of Mn-doped CdS nanocrystals to reveal the influence of exciton 
energy transfer process on multiexciton recombination mechanism [3,4]. In Mn-doped nanocrystals, rapid exciton 
energy transfer into doped Mn ions determines the single exciton recombination rate and the quantum efficiency 
of Mn-related luminescence. We found that the very rapid Auger recombination rate of multiexcitons reduces the 
energy transfer efficiency from excitons to Mn ions. The present work provides deeper understanding of quantized 
Auger recombination rate in semiconductor nanocrystals. 
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